COOPERATIVE VISUAL SLAM ALGORITHM BASED ON ADAPTIVE COVARIANCE INTERSECTION
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Abstract. Simultaneous localization and mapping (SLAM) is an essential capability for Unmanned Ground Vehicles (UGVs) travelling in unknown environments where globally accurate position data as GPS is not available. It is an important topic in the autonomous mobile robot research. This paper presents an Adaptive Decentralized Cooperative Vision-based SLAM solution for multiple UGVs, using the Adaptive Covariance Intersection (ACI) supported by a stereo vision sensor. In recent years, SLAM problem has gotten a specific consideration, the most commonly used approaches are the EKF-SLAM algorithm and the FAST-SLAM algorithm. The primary, which requires an accurate process and an observation model, suffers from the linearization problem. The last mentioned is not suitable for real-time implementation. In our work, the Visual SLAM (VSLAM) problem could be solved based on the Smooth Variable Structure Filter (SVSF) is proposed. This new filter is robust and stable to modelling uncertainties making it suitable for UGV localization and mapping problem. This new strategy retains the near optimal performance of the SVSF when applied to an uncertain system, it has the added benefit of presenting a considerable improvement in the robustness of the estimation process. All UGVs will add data features sorted by the ACI that estimate position on the global map. This solution gives, as a result, a large reliable map constructed by a group of UGVs plotted on it. This paper presents a Cooperative SVSF-VSLAM algorithm that contributes to solve the Adaptive Cooperative Vision SLAM problem for multiple UGVs. The algorithm was implemented on three mobile robots Pioneer 3-AT, using stereo vision sensors. Simulation results show efficiency and give an advantage to our proposed algorithm, compared to the Cooperative EKF-VSLAM algorithm mainly concerning the noise quality.
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1. Introduction

In the last few years, the simultaneous localization and mapping (SLAM) became an important topic of research in the robotics community. Accurate navigation can be achieved by accurate localization within an accurate map. SLAM is the process that enables a mobile robot to localize and build a map of an unknown environment using only observations relative to the most relevant features detected by its sensors.

The beauty of the Kalman Filter (KF) comes from the fact that they estimate a fully correlated posterior over feature maps and robot poses. Their weakness lies in the strong assumptions that have to be made on both the robot motion model and the sensor noise. In addition, the EKF-SLAM algorithm only works with feature maps. And it is not always easy to define and extract features in unstructured and outdoor environments. The EKF approximates the SLAM posterior as a high-dimensional Gaussian overall feature in the map and the robot pose.

The single hypothesis and quadratic complexity due to the high dimensional Gaussian approximations for states of the robot and landmarks locations makes the off-diagonal elements of the covariance matrix very large. This causes more complexity and cost increase of computation and, in most cases, diverges the filter. In addition, the EKF covariance matrices are quadratic in the size of the map, and updating them requires time quadratic in the number of landmarks. Moreover, when a large number of landmarks are present in the environment, the computation becomes almost impossible. Quadratic complexity is a consequence of the Gaussian representation employed by the EKF.

There is another type of filter started to rise and take place in estimation utilizing the principles of the Unscented Kalman Filter (UKF) uses a unique representation of a Gaussian random variable in \( N \) dimensions using \( 2N + 1 \) samples, called sigma points. The representation utilizes the properties of the matrix square root and the covariance definitions to select these points in such a way that they have the same covariance as the Gaussian they approximate. The UKF-SLAM results comparable to a third-order Taylor series expansion of the state-model, while EKF are only accurate to a first-order linearization. The Unscented transform approach also has another advantage: noise can be treated in a nonlinear fashion to account for non-Gaussian or non-additive noises. The UKF suffers less from linearization, though it is not exempt. The UKF does not fully recover from poor landmarks, is the same as in the EKF case.

Fast-SLAM is an algorithm which uses the multi-hypothesis data association and logarithmic complexity instead of quadratic. This approach, known as Fast-SLAM utilizes Rao-Blackwellised particle filter to solve the SLAM problem efficiently. Using Fast-SLAM algorithm, the posterior estimation will be over the robot’s pose and landmarks locations. The Fast-SLAM algorithm has been implemented successfully over thousands of landmarks and compare to EKF-SLAM that can only handle a few hundreds of landmarks, it has appeared with considerable advantages. The Fast-SLAM shares the fancy property with KF approach when it maintains the full posterior but is much faster compared to the classical KF-SLAM. It can be applied for feature-based and grid-based mapping so that it is also suitable for outdoor applications. In practice, for applications where a consistent global map is required and a real-time performance is not necessary (for example the applications focusing on constructing accurate maps), Fast-SLAM is a better choice. However, for applications where only an instantaneous map is required (obstacle avoidance applications). The development of a new algorithm based on the Smooth Variable Structure Filter (SVSF) is proposed for state and parameter estimation which is robust and stable to modelling uncertainties making it suitable for Autonomous Unmanned Vehicle localization and mapping problem.
pidity, flexibility, and reduction of cost. The interaction of navigational and sensitivity information provides better features of a defined area. Many studies, experiments and researches were made covering this topic. For instance, Stoy in [2] performed simple relative localization between collaborators. In [3] and [4], research treats the problem of CSLAM with the growing uncertainties supported by simulation and experimental validation. Also, entropy minimization [5], and information theory based techniques were developed to solve Cooperative SLAM problems [6].

The GPS denied environment, the expensive cost of sensors; computational efficiency, software/network performance, and modelling errors and uncertainties are crucial key points in solving CSLAM problem. Research is considering cooperative data fusion, sensor mapping in multiple vehicles, navigation scene [7]. In [8] we find the Extended Kalman Filter based solution for some cooperative SLAM and specifically cooperative visual SLAM in [9][10]. Also in [11][12] the cooperative Visual SLAM treated based on particle filter estimation scheme. The work presented in [12] is a part of research work done on autonomous navigation for Micro Aerial Vehicle (MAV), with SVSF filter. To solve SLAM for multiple UGVs, we can consider two main families of solutions: Centralized architecture and Decentralized architecture.

In this paper, we presented a development of a new predictor-corrector called the Adaptive Smooth Variable Structure Filter (ASVSF) based on sliding model theory, using covariance matrices to evaluate the uncertainty of the estimation with optimal adaptive smoothing boundary layer vector to solve the visual SLAM Problem [20][21]. It presents stable and robust faculties in modelling uncertainties [13][14], which is suitable for the localization and mapping problem of a cooperative UGVs. The adaptive SVSF is a robust recursive estimation method that deals efficiently with initial conditions and modelling errors of the odometer/stereo vision system. Previous studies utilized single camera as the best solution for SLAM problem, using SVSF filter, but in this paper, multiple UGVs system based on the Adaptive Decentralized Cooperative architecture is considered using a stereo vision sensor [28][31]. The success of this application depends highly on the accuracy and robustness of the strategy of the Smooth Variable Structure Filter SLAM implementation. The work presented in this paper is organized as follows: Section 2 illustrates the process models of UGV and stereo vision sensor. Section 3 describes the SVSF-SLAM algorithm and the Adaptive SVSF-SLAM algorithm in details. The cooperative SLAM of multiple UGVs with decentralized architecture is described in Section 4. Simulation and discussion are presented in Section 5 and concluding in Section 6.

2. Process models of UGV and stereo vision sensor

2.1. Process model

The UGV used in our work is the Pioneer P3-AT. The P3-AT is a non-holonomic robot with four wheels [23]. According to [15], with this control input and the location of the robot at the previous time step, we can estimate the robot current location by

\[
\begin{pmatrix}
X_{r,k+1} \\
Y_{r,k+1} \\
\theta_{r,k+1}
\end{pmatrix}
= \begin{pmatrix}
X_{r,k} + \Delta T v_k \cos(\theta_{r,k}) \\
Y_{r,k} + \Delta T v_k \sin(\theta_{r,k}) \\
\theta_{r,k} + \Delta T \omega_k
\end{pmatrix} + \begin{pmatrix}
\varepsilon_{x_r} \\
\varepsilon_{y_r} \\
\varepsilon_{\theta_r}
\end{pmatrix}
\]

The robot evolution model reflects the relationship between the robot previous states \(X_{r,k}\) and its current state \(X_{r,k+1}\). In SLAM, the system state vector has a position of the UGV \(X_R\). It is represented by \(X_R = [X_r, Y_r, \theta_r]^T \in \mathbb{R}^3\), and we call a collection of \(M\) features a map such that \(L = [L_1, ..., L_M]^T \in \mathbb{R}^{3M}\), \(\Delta T\) is the sample period, \(\varepsilon_{x_r}, \varepsilon_{y_r}, \varepsilon_{\theta_r}\) are the noise that arise from the encoder and wheels slipping, etc. In this work, we will use a point feature such that for the \(i^{th}\) feature: \(L_i = [x_i, y_i, z_i]^T\). Where \(x, y\) and \(z\) are the coordinates of the point in a global frame of reference. We can write equation 1 as follow

\[
L = [L_1, ..., L_M]^T \in \mathbb{R}^{3M}
\]
\[ X_{R,k+1} = f(X_{R,k}, U_k, k) + \varepsilon_{x_r, y_r, \theta_r} \quad (2) \]

2.2. Stereo vision sensor model

The perspective camera model includes intrinsic and extrinsic parameters. This model ensures the geometric transformation between camera/image and world/camera reference frames respectively [22].

- **Observation Point based Model**

In order to perform the SLAM, the robot needs to be able to select and track the landmarks in its environment to localize itself. In this paper, we opt for a point landmark in 3D space. To compute the relative measurement of the landmarks obtained from the images acquired from the stereo vision sensor (Fig. 1).

For the simulation the SVSF visual SLAM algorithm, we use theoretical data sets (a set of 3D points) previously generated instead of using real data. During the robot motion, the point landmarks included in the vision sensor field are detected in 3D space [10]. As said previously, the stereo vision sensor provides relative measurement \( Z = (L^g_x, L^g_y, L^g_z)^T \) of the landmarks with respect to the robot frame, this measurement (observation) will be noted \( Z \).

The model representing the robot frame coordinates of an individual landmark, according to its global frame coordinates \( L^g = (L^g_x, L^g_y, L^g_z)^T \) and the robot configuration \( R = (x_r, y_r, 0)^T \) is called the direct model observation and will be noted [16]

\[ Z = h(R,L^g) + \varepsilon_{x,y,z} \quad (3) \]

\[ Z = M_{GR} \begin{bmatrix} L^g_x - x_r \\ L^g_y - y_r \\ L^g_z - 0 \end{bmatrix} + \begin{bmatrix} \varepsilon_x \\ \varepsilon_y \\ \varepsilon_z \end{bmatrix} \quad (4) \]

where the global to the robot projection matrix \( M_{GR} \) is denoted by

\[ M_{GR} = \begin{bmatrix} \cos(\theta_r) & \sin(\theta_r) & 0 \\ -\sin(\theta_r) & \cos(\theta_r) & 0 \\ 0 & 0 & 1 \end{bmatrix} \quad (5) \]

and \( \varepsilon_{x,y,z} \) presents the measurement noise.

- **Inverse observation Point based Model**

The new observed landmark must be initialized previously to be added to the state vector [17]. The initialization process is, in fact, the best estimation of the landmark position, and it is a fundamental point to SLAM implementation. The observation model stated in (4) gives three equations for three dimension variable \( L^g \). The 3D coordinates of a new landmark \( (L^g_x, L^g_y, L^g_z)^T \) with respect to the global framework are initialized by solving (3) as follows

\[ L^g = h^{-1}(R, Z) \quad (6) \]

\[ L^g = (M_{GR})^{-1} Z + R \quad (7) \]

3. Visual Adaptive SVSF-SLAM algorithm

In 2007, the smooth variable structure filter was introduced. This filter is based on the sliding mode control and estimation techniques and is formulated in a predictor-corrector fashion [13, 18]. The estimation process may be summarized by (8) to (13), and is repeated iteratively. An a priori state estimate is calculated using an estimated model of the system [18, 27]. The correct term calculated in (10) is then used in (13) to find the posteriori state estimate. Two
critical variables in this process are the priori and a posteriori output error estimate, defined by (11) and (12) respectively [13 23].

\[
\hat{X}_{k+1} = f(\hat{X}_k, U_k) \tag{8}
\]

\[
\hat{Z}_{k+1} = h(\hat{X}_k) \tag{9}
\]

The gain is computed using the priori, the posteriori measurement error, the smoothing boundary layer widths \( \varphi \), convergence rate \( \gamma \) and measurement matrix \( H_{k+1} \) as follows [13 26]:

\[
K_{SVSF}^{k+1} = \hat{H}_{k+1}^+ \text{diag}((|e_{z_{k+1/k}}|_{Abs} + \gamma |e_{\varphi_{k/k}}|_{Abs}) \text{Sat}(|\varphi^{-1}e_{z_{k+1/k}}|) \text{diag}(|e_{z_{k+1/k}}|)^{-1} \tag{10}
\]

where

- \( \circ \) represents "Schur" multiplication element-by-element;
- \( + \) refers to the pseudo inverse of a matrix;
- \( H_{k+1,j} = h_{k+1,j}(F_{X,i}) \) is the derivative of \( h \) with respect to the state vector \( X_{k+1} \), we note that \( h \) depends only of the robot pose \( R_{k+1} \) and the location of the \( i^{th} \) landmark, where \( i \) is the index of the observed landmark at time \( k \) and \( j \) is the index of an individual landmark observation in \( h_{k+1,j} \).
- \( F_{X,i} \) is calculated in [16].
- \( \varphi^{-1} \) is a diagonal matrix constructed from the smoothing boundary layer vector \( \varphi \), such that

\[
\varphi^{-1} = [\text{diag}(\varphi)]^{-1} = \begin{pmatrix}
\frac{1}{\varphi_i} & 0 & 0 \\
0 & \ddots & 0 \\
0 & 0 & \frac{1}{\varphi_{M_i}}
\end{pmatrix},
\]

with \( M_i \) represents the number of measurements.
- \( \text{Sat}(|\varphi^{-1}e_{z_{k+1/k}}|) \) represents the saturation function [23 28].

\[
e_{z_{k+1/k}} = Z_{k+1} - \hat{Z}_{k+1/k} \tag{11}
\]

\[
e_{\varphi_{k/k}} = Z_{k+1} - \hat{Z}_{k+1/k+1} \tag{12}
\]

The update of the state estimates can be calculated as follows

\[
\hat{X}_{k+1} = \hat{X}_{k+1/k} + K_{SVSF}^{k+1} e_{z_{k+1/k}} \tag{13}
\]

SLAM is the problem of constructing a model of the environment being traversed with on board sensors, while at the same time maintaining an estimate of the vehicle location within the model [13 20]. As an alternative approach, there is a novel filter, known as the Adaptive smooth variable structure filter (ASVSF). This research focused on advancing the development and implementation of the Adaptive SVSF-VSLAM algorithm using matrix covariance to evaluate the uncertainty of estimating with optimal smoothing boundary layer vector.

In this section we investigate the ASVSF-VSLAM proposed algorithm as a new approach. We will show the nonlinear ASVSF which is necessary to solve our Unmanned Ground Vehicle SLAM problem.

The initial conditions used by the ASVSF-VSLAM algorithm were the same as those used by the EKF/SVSF-SLAM algorithm. The Adaptive SVSF-VSLAM algorithm can be described as follows:

- **Initialization**
  - The process estimation needs the initialization of the original pose \( \hat{X}(0) \) of the coordinate system and covariance matrix \( P(0) \). The posteriori measurement error vector \( e_0^Z \) can be initialized arbitrary in the ASVSF-VSLAM algorithm.
  - \( \hat{X}_0 = [\hat{R}_0, \hat{L}_{f,0}, ..., \hat{L}_{M_f,0}]^T \) and \( e_0^Z = [e_{Z_0}^1, ..., e_{Z_{M_0}}^1]^T \) where \( \hat{X}(0) = [0, 0, 0]^T \) is the initial pose of the UGV, \( P_0 \) is the covariance matrix and \( N_0 \) is the number of initial feature, \( Z_k = [Z_1, Z_2, ..., Z_M]^T \) be a set of system measurements.

- **Prediction**
  - The prediction stage is a process, which deals with vehicle motion based on incremental dead reckoning estimates and increases the uncertainty of the vehicle pose estimate. The state vector is augmented with a control input \( U_k \). We consider the following process for the ASVSF estimation strategy, as applied to a nonlinear system. The predicted state estimates \( X_{k+1/k} \) and the predicted covariance matrix \( P_{k+1/k} \) are first calculated as follows:
\[ \begin{align*}
1 - X_{k+1} = f(\hat{X}_k, \hat{U}_k) = f(R_{k+1}, L_{i,k+1}) \\
2 - P_{k+1/k} = \nabla F_X P_{k/k} \nabla F_X^T + \nabla F_U Q_{k} \nabla F_U^T
\end{align*} \]
where \( \nabla F_X \) and \( \nabla F_U \) be the Jacobian matrices of \( f(\cdot) \) with respect to \( X_{k+1} \) evaluated at an elsewhere specified point, denoted by
\[
\nabla F_X = \begin{bmatrix} J_1 & 0 & \ldots & 0 \\
0 & 1 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 1 \end{bmatrix}, \quad \text{and}
\]
\[
\nabla F_U = \begin{bmatrix} J_2 \\
0 \\
\vdots \\
0 \end{bmatrix}
\]
where
\[
J_1 = \begin{bmatrix} \partial f(\cdot) / \partial x_r & \partial f(\cdot) / \partial y_r & \partial f(\cdot) / \partial \theta_r \end{bmatrix}
\]
\[
= \begin{bmatrix} 1 & 0 & -\sin(\theta_r) \Delta T \\
0 & 1 & \cos(\theta_r) \Delta T \\
0 & 0 & 1 \end{bmatrix}
\]
\[
J_2 = \begin{bmatrix} \partial f(\cdot) / \partial v & \partial f(\cdot) / \partial w \end{bmatrix} = \begin{bmatrix} \cos(\theta_r) \Delta T & 0 \\
\sin(\theta_r) \Delta T & 0 \\
0 & \Delta T \end{bmatrix}
\]
\[
Q_k = \begin{bmatrix} \sigma_v^2 & 0 & 0 \\
0 & \sigma_w^2 & 0 \\
0 & 0 & \sigma_{z_i}^2 \end{bmatrix},
\]
\[
R_k = \begin{bmatrix} \sigma_{x_i}^2 & \gamma_i^2 & 0 \\
0 & \gamma_i^2 & 0 \\
0 & 0 & \gamma_i^2 \end{bmatrix}
\]

\[ p_\text{opt}^{k+1} = (\nabla h_{k+1} P_{k+1/k}^{opt} (\nabla h_{k+1})^T + R_k (\nabla h_{k+1}) P_{k+1/k}^{opt} (\nabla h_{k+1})^T)^{-1} \text{diag}(|e_{z_{k+1},i}|_{\text{Abs}} + \gamma |\hat{e}_{z_{k+1},i}|_{\text{Abs}})
\]
where
\[
\nabla h_{k+1} = \begin{bmatrix} \partial h(X_{k+1,i}) / \partial x & \partial h(X_{k+1,i}) / \partial y & \partial h(X_{k+1,i}) / \partial \theta_R \\
\partial h(X_{k+1,i}) / \partial x & \partial h(X_{k+1,i}) / \partial y & \partial h(X_{k+1,i}) / \partial \theta_R \\
\partial h(X_{k+1,i}) / \partial x & \partial h(X_{k+1,i}) / \partial y & \partial h(X_{k+1,i}) / \partial \theta_R \\
\partial h(X_{k+1,i}) / \partial x & \partial h(X_{k+1,i}) / \partial y & \partial h(X_{k+1,i}) / \partial \theta_R \end{bmatrix}
\]
Use the \( p_\text{opt}^{k+1} \) to calculate SVSF gain
\( K_{k+1}^{ASVSF} = \begin{bmatrix} (H_{k+1,j})^{opt} & \text{diag}([|e_{z_{k+1},i}|_{\text{Abs}} + \gamma |\hat{e}_{z_{k+1},i}|_{\text{Abs}}])^{-1} \end{bmatrix} \]
\( (H_{k+1,j})^{opt} = (F_{k+1,j})^{T} (h_{k+1,j})^{opt} \): used (21) to calculate \( (K_{k+1,j})^{opt} \) Note that the matrix \( h_{k+1,j} = \partial h(X_{k+1,i}/X_{k+1,i}) \) is the Jacobian of respect to \( R_{k+1} \) and \( L_{i,k+1} \).

The gain vector \( K_{k+1}^{ASVSF} \) is used to formulate a posteriori state estimate and the update of the state estimate can be calculated as follows
\[ 10 - \hat{X}_{k+1/k+1} = \hat{X}_{k+1/k} + K_{k+1}^{ASVSF} \hat{e}_{z_{k+1,i}} \]
Update \( P_{k+1/k+1} \) in \( R_{6x6}^{k+1} \)
\[ 11 - P_{k+1/k+1} = (I_{6x6} - K_{k+1}^{ASVSF} \nabla h_{k+1}) P_{k+1/k}^{opt} (I_{6x6} - K_{k+1}^{ASVSF} \nabla h_{k+1})^{T} + K_{k+1}^{ASVSF} R_{k}(K_{k+1}^{ASVSF})^{T} \]
The priori measurements error vector \( e_{z_{k+1,i}} \) is extracted from \( P_{k+1/k} \) may be calculated by
\[ 12 - e_{z_{k+1,i}} = Z_{k+1,i} - h(R_{k+1}, L_{i,k+1}) \]
\[ 13 - \text{End if} \]
\[ 14 - \text{End For} \]
\[ 15 - \hat{X}_{k+1/k+1} = \hat{X}_{k+1/k}, P_{k+1/k+1} = P_{k+1/k} \]

\[ \text{Map Management} \]
As the environment is explored, new features are observed and should be added to the stored map. In this case, the state vector and the output error state matrix are calculated from the new observation [21] [23].
4. Decentralized Cooperative Visual SLAM

Communication is a central issue for multiple vehicle systems because it determines the possible modes of interaction among vehicles, as well as their ability to successfully build a world model [20]. It is exciting to know how the multiple UGVs can help each other to solve the Cooperative vision SLAM problem. Figure 2 shows the architecture of the Decentralized Cooperative SLAM (DC-SLAM). Each UGV when shared features are observed in their positions and uncertainties are updated using distributed estimation. The proposed DC-SLAM will be mainly based on the third form of interaction which is via explicit communication. The most restrictive constraint for explicit communication is the limited amount of data to communicate between UGVs. As a result, the collective data to share should be selected carefully in order to maximize the gain with a minimum communication [20]. Assume we have N UGVs (UGV1, UGV2, ..., UGVN). At t = t_i each UGV_i observes M_i feature feat\_i(x_i, y_i, z_i). Our strategy is then to detect possible shared region which is as follows (Fig. 3): For each UGV_i we calculate the mean (\mu_i) and the standard deviation (\sigma_i) of the observed features (feat_i). Then, each set of observed features will be approximated by an ellipsoid (\xi_i) centered at (\mu_i) with axes (\sigma_i). Therefore UGV_i and UGV_j will cooperate (Cooperation(i, j) = 1) if and only if: \xi_i \cap \xi_j \neq \emptyset [20]. The proposed DC-SLAM strategy is defined as follows: assume we have three UGVs(UGV_i, UGV_j and UGV_k) observing a number of features(N_i, N_j and N_k) respectively. Each observed feature has a description or an index. The Adaptive Covariance Intersection (ACI) approach is used to estimate the position and covariance of shared features before adding them to the global map [20, 24].

5. SIMULATION, EXPERIMENTS AND DISCUSSION

In order to verify the efficiency of the Adaptive Cooperative SVSF-SLAM comparing with the cooperative EKF-SLAM. Suppose that the observation noise obeys the mixture Gauss distribution as \sigma_x = \sigma_y = 10^{-3} m, \sigma_\theta = 10^{-4} rad. The convergence rate matrix \gamma = diag(0.8, 0.8, 0.8) and the width of the smoothing boundary layer vector used is \varphi = [21; 21; 15]. The sampling rates used for each filter and sensors used in this study are as follows f_{odom} = f_{camera} = f_{ekf} = f_{svsf} = f_{asvsf} = 10 Hz.

We suppose that the observation noise obeys the mixture Gauss distribution as [16] \varepsilon_{x, y, \theta, c} \sim 0.5N(0, R_1) + 0.5N(0, R_2) and the motion noise obeys the Gauss distribution as N(0, Q_k),

---
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The convergence rate matrix $\gamma = \text{diag}(0.8, 0.8, 0.8)$

- **Test 1**: with white centered Gaussian noise

In the first experiment, we assume a white centered Gaussian noise, for process and observation model where $\sigma_v = 0.02 \text{ m/s}$, $\sigma_w = 0.01 \text{ rad/s}$, $\sigma_x = 0.1 \text{ m}$, $\sigma_y = 0.1 \text{ m}$ and $\sigma_z = 0.1 \text{ m}$.

$$Q_k = \begin{pmatrix} 0.02 & 0 \\ 0 & 0.01 \end{pmatrix},$$

$$R_k = \begin{pmatrix} 0.01 & 0 & 0 \\ 0 & 0.01 & 0 \\ 0 & 0 & 0.01 \end{pmatrix}$$

Figures 4, 5, 6 and 7 present the results of a comparison of the estimated position and errors of the UGVs given by the EKF-VSLAM and ASVSF-VSLAM. As can be seen from these figures when the process and observation noises are centered white Gaussian noises the cooperative EKF-VSLAM performs much better than the cooperative ASVSF-VSLAM. The UGVs poses errors are shown in Fig. 6. This figure confirms the previous conclusion, and it is clear that the cooperative EKF-VSLAM algorithm requires zero-mean white noise, otherwise, the errors pose decrease significantly following $x$, $y$ and $\theta$ comparing to cooperative ASVSF-VSLAM algorithm. Moreover, from the Fig. 7, we can observe that at many loop closing are detected when the UGVs observes themselves, also when the UGVs observes features already observed previously.

- **Test 2**: with non-centered Gaussian noise

In this experiment we assume a white noise with bias, for process and observation model where $\sigma_v = 0.02 \text{ m/s}$, $\sigma_w = 0.01 \text{ rad/s}$, $\sigma_x = 0.1 \text{ m}$, $\sigma_y = \sigma_z = 0.1 \text{ m}$.

$$Q_k = \begin{pmatrix} 0.02 & 0 \\ 0 & 0.02 \end{pmatrix},$$

$$R_k = \begin{pmatrix} 0.01 & 0 & 0 \\ 0 & 0.01 & 0 \\ 0 & 0 & 0.01 \end{pmatrix}$$
Fig. 7: RMSE Results with white centered Gaussian noise.

Fig. 8: Visual EKF-SLAM simulation results with non-centered Gaussian noise.

Fig. 9: Visual ASVSF-SLAM simulation results with non-centered Gaussian noise.

Fig. 10: Position errors of cooperative Visual SLAM with non-centered Gaussian noise.

Fig. 11: Decentralized Cooperative ASVSF-VSLAM with non-centered Gaussian noise.

Figures 8 and 9 present the pose estimation using the cooperative EKF/ASVSF-VSLAM with non-centered Gaussian noise of the UGVs. As shown in Figures 8, 9, 10 and 11, the significant decrease of performance of the EKF-VSLAM estimator is observed when the process and observation noises are non-centered. In this case, as shown in Figures 8 and 9, the values estimated by the Cooperative ASVSF-VSLAM are less accurate than the corrected values $x$, $y$, and $\theta$. Decentralized Cooperative SLAM by ASVSF shows much better navigation and mapping performances than EKF-VSLAM and provides an accurate position of the UGVs. From Fig. 10, we can observe a loop closing is detected and the UGVs observe a common feature. At this moment we observe a significant improvement in the accuracy of the Adaptive SVSF-VSLAM as well as the EKF-VSLAM. The SVSF-SLAM provides the best RMSE in comparison with to the EKF-SLAM when we use non-centered Gaussian noise as shown in Fig. 11.

In the results of the first experiment, in the case of white centered Gaussian noise, the EKF-SLAM algorithm gives the best results position and is more accurate than the adaptive SVSF-SLAM algorithm. This can be interpreted as follows: the system and observation models are accurate besides, when the process and observation noises are uncorrelated zero-mean Gaussian with known covariance then the EKF gives a good accuracy for position estimation. It means that the EKF-SLAM algorithm becomes the optimal filter. However, the adaptive SVSF-SLAM provide a more accurate estimate than the EKF-SLAM when we use non-centered Gaussian noise. These results clearly validate the advantage of the adaptive SVSF-
SLAM over the EKF-SLAM especially when the system or observation models are not accurate enough and the process and observation noises are non-centered Gaussian noise.

6. Conclusion

The aim of this work is to come up with tools that are capable of producing an accurate automatic localization which could be used in an accurate map management. UGVs are a core tool in this study; we worked to improve their autonomy by solving some of their technical problems. We made an investigation of the UGVs localization, illustrated UGVs map building, and implemented a simultaneous localization and mapping solution using stereo vision sensors by two algorithms, Cooperative EKF-VSLAM and Cooperative ASVSF-VSLAM. The proposed solution is extended to the Decentralized Cooperative Vision SLAM. Our proposal is a new solution for Adaptive Decentralized Cooperative SVSF-SLAM for multiple UGVs with stereo vision sensors. The adopted approach is tested with different scenarios. After validation of the proposed algorithms with simulation on three mobile robots Pioneer 3AT, satisfactory results (good accuracy and robustness) were obtained with adaptive SVSF Filter without any assumption on the process and/or observation model accuracy.
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